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Abstract: The assessment of clinical competencies is essential in medical training, and the
Objective Structured Clinical Examination (OSCE) is an essential tool in this process.
There are multiple studies exploring the usefulness of artificial intelligence (AI) in medical
education. This study explored the use of the GPT-4 Al model to grade clinical reports
written by students during the OSCE at the Teaching Unit of the 12 de Octubre and Infanta
Cristina University Hospitals, part of the Faculty of Medicine at the Complutense Univer-
sity of Madrid, comparing its results with those of human graders. Ninety-six (96) stu-
dents participated, and their reports were evaluated by two experts, an inexperienced
grader, and the Al using a checklist designed during the OSCE planning by the teaching
team. The results show a significant correlation between the Al and human graders (ICC
= 0.77 for single measures and 0.91 for average measures). Al was more stringent, assign-
ing scores on an average of 3.51 points lower (t = -15.358, p < 0.001); its correction was
considerably faster, completing the analysis in only 24 min compared to the 2—4 h required
by human graders. These results suggest that Al could be a promising tool to enhance
efficiency and objectivity in OSCE grading.

Keywords: artificial intelligence; objective structured clinical examination (OSCE);
medical education; clinical competency assessment; Al in healthcare; Al-assisted grading;
human-AI comparison in grading; digital OSCE evaluation; medical report evaluation

1. Introduction

An essential component of medical education is the assessment of clinical compe-
tence. To enhance objectivity in this process, Ronald Harden developed the Objective
Structured Clinical Examination (OSCE) in 1975. This approach simulates real clinical
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cases using standardized patients who replicate medical conditions, as well as manne-
quins and simulators for technical procedures. It has proven to be an effective method for
evaluating both the theoretical knowledge and practical skills of medical students [1-4].

Universities worldwide, including those in Spain, have adopted the OSCE over the
years, although its implementation by faculty may vary slightly.

For years, the OSCE has been used to evaluate the acquisition of clinical competencies
at the Teaching Unit of the 12 de Octubre and Infanta Cristina University Hospitals, part
of the Faculty of Medicine at the Complutense University of Madrid. Due to the dual qual-
itative and quantitative nature of this assessment, faculty members must invest significant
effort in its development, particularly when providing students with personalized feed-
back. Exploring ways to optimize this process has been an area of significant research
interest to which our teaching unit has made notable contributions [5].

Clinical report writing, a fundamental aspect of daily medical practice, is evaluated
in OSCEs.

This process not only assesses specific competencies but also prepares students for
the critical skill of transmitting clinical information about patients precisely and system-
atically. However, grading these clinical reports presents significant challenges. Students
must document patient history, physical examination findings, test interpretation, and di-
agnostic and treatment plans, resulting in unstructured data that must be reviewed using
pre-designed checklists [1,2,4,5].

The evaluator’s role is crucial. To standardize the grading process, a pre-designed
checklist created by the teaching team is typically used. Evaluators read the reports writ-
ten by students and check off items on this checklist, ensuring that each required element
is accounted for during the grading process. Beyond this structured approach, evaluators
must also be subject-matter experts capable of accurately assessing the student’s writing,
especially given the various ways a concept can be articulated and the frequent use of
acronyms and abbreviations by students. These issues primarily arise from human factors
that affect evaluators’ performance, introducing subjectivity and variability into the re-
sults [2,6-8].

Manual grading poses significant challenges, including evaluator fatigue. Over time,
the repetitive nature of the task may lead to diminished attention to detail, resulting in
poor decision-making and inconsistent grading. This variability undermines the exam'’s
fairness, as evaluations can become overly lenient or excessively strict, compromising the
validity of the results [6,9,10].

The inherent subjectivity of manual grading is another major concern. Even with ef-
forts to standardize criteria for evaluation, various evaluators may have varying interpre-
tations of the responses from students. The evaluator’s emotional state at the moment of
grading, their personal interpretation of the responses, or their past experiences can all
have an impact on this subjectivity [8,9].

Manual grading also involves prolonged grading times, which not only delay the
delivery of results but also increase the operational costs of OSCEs [11].

These challenges highlight the urgent need for alternative methods to improve grad-
ing accuracy and efficiency. For decades, artificial intelligence (Al) has transformed vari-
ous fields, including medical education. As early as the 1950s, researchers began exploring
how machines could perform cognitively demanding tasks such as language processing
and decision-making. However, it is only in the past ten years that Al particularly in the
area of natural language processing (NLP), has advanced to the point where it can be
practically applied in complex fields like medical education [12-16].

The development of OpenAl’s Generative Pre-Trained Transformers (GPT), a series
of large language models (LLMs) represents one of the most important advances in natu-
ral language processing. Trained on vast amounts of textual data, these models are
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designed to comprehend and generate text in an organized way. Leveraging transformer
architecture, an advanced machine learning technique, GPT models like GPT-3 and GPT-
4 excel in evaluating text sequences by identifying patterns and relationships between
words.

The integration of Al into medical education has been the subject of numerous recent
studies, which have explored its potential to improve education and clinical evaluation.
For example, research conducted by Li Sun and associates have shown how Al can im-
prove clinical teaching and diagnosis efficiency and accuracy [13,15-20]. Other studies
have evaluated the performance of Al models like ChatGPT in clinical reasoning exams,
showing promising results in their ability to achieve competency levels comparable to
those of medical students [17,21-29].

These applications not only demonstrate how Al can help with learning and assess-
ment, but they also emphasize how important it is to include Al-related subjects in medi-
cal curricula in order to effectively educate future medical professionals.

Currently, there are no studies specifically exploring the use of Al in the grading of
OSCE exams. However, this line of research is essential as Al could represent a significant
support tool in this stage of medical training. It could help address several issues such as
long grading times, increase homogeneity in grading, thereby offering fairer scores, re-
duce grader fatigue, and lower the costs of OSCEs. Furthermore, it is crucial to clarify the
ethical and legal implications that the integration of Al into OSCEs would entail.

This study investigates the potential use of models like ChatGPT for grading clinical
reports written by students during the OSCE, taking into consideration the developments
of Alin medical education.

2. Materials and Methods
2.1. Study Design

This is a quasi-experimental, analytical, comparative, and explanatory study explor-
ing the ability of Al to grade clinical reports written by students in the OSCE exam.

2.2. Study Population

The study includes all fourth-year medical students from the 2021-2022 cohort of the
Teaching Unit of the 12 de Octubre and Infanta Cristina University Hospitals, part of the
Faculty of Medicine at the Complutense University of Madrid, who participated in the
OSCE exam in May 2022, for a total of 96 participants.

2.3. Planning and Execution of the OSCE

In January 2022, the OSCE was designed by the teaching staff at the 12 de Octubre
and Infanta Cristina University Hospitals. The exam consisted of a total of 10 stations: 4
stations with simulated patients, 4 with clinical reports, and 2 with practical skills. Each
station lasted 8 min, with a 2 min rest period between each one. Following each station
with a simulated patient, there was always a clinical report station, where each student
had to write a freestyle report, and all the stations were graded based on checklists. A
blueprint was formulated for each station, including all the content, logistics, and evalua-
tion checklists. It is paramount to note that the evaluation items were formulated during
the exam design phase with human evaluators in mind and without applying any opti-
mization protocol for Al interpretation.

After the design phase, the blueprints for the clinical cases and skills were integrated
into the Digit-ECOE® software database (version 1.0.1.07), which provides different user
interfaces to facilitate the execution and evaluation of the exam. In May 2022, medical
students took the exam in the Academic Building of the 12 de Octubre University
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Hospital. Each station was equipped with a computer running the D-ECOE interface of
the Digit-ECOE® program. Specifically, a “student window” (Figure 1) was used in the
clinical report stations, allowing students to view the sections to complete for each clinical
report. This window was designed so students could only access it using their student
number, verifying their identity with their name, surname, and photographs. Once the
mandatory sections were completed, the students would sign the report, which would be
saved in the program’s database. After signing, the fields in the “student window” were
reset so that the next Student could perform the task.
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Figure 1. Student interface, D-ECOE program.
2.4. Grading of the OSCE
At the end of the exam, the cardiology station, which involved simulated patients
and clinical reports, was selected for this study. In this station, students were required to
write a detailed clinical report that included history-taking, a physical examination, the
interpretation of complementary tests (including an electrocardiogram), differential diag-
nosis, and diagnostic and therapeutic plans. Each competency area was assessed using 19
items, adding to a possible score of 19 points (Table 1).
Table 1. Competency areas and evaluation items for the cardiology station.
Subject Competency Area Item Points
Patient’s age and sex 0.5
Chief complaint: chest pain 0.5
Intensity and duration 2
History of catarrhal symptoms in prior weeks 1
Medical History Single cardiovascular risk factor: smoker 0.5
Cardiol Accompanying symptoms of chest pain 1
ardiolo X ;
&Y Relation between chest pain and posture changes 1
Relation between chest pain and breathing 1
Absence of previous heart disease 1
. L Hemodynamic stabilit 1
Physical Examination y - Y -
Absence of signs of heart failure 0.5
Complementary Test Reports ECG findings: diffuse concave ST elevation 3




Appl. Sci. 2025, 15,1153

5 of 12

Differential Diagnosis

Diagnostic judgment: acute pericarditis 3

Diagnostic judgment: coronary syndrome/costochondritis 0.5

Diagnostic Plan (to be per-

Hematology and general biochemistry 0.5
Chest X-ray 0.5
Acute phase reactants: ESR, CRP, cardiac enzymes CK-

formed) MB, troponins 05

Echocardiogram 0.5
Therapeutic Plan Treatment: aspirin, ibuprofen, indomethacin, or rest 0.5
Maximum Score 19

The reports were graded by four independent evaluators as follows:
- Two expert human evaluators (Expert 1 and Expert 2):

e  Expert 1: A tenured professor in the Department of Medicine at the Com-
plutense University of Madrid, and a member of the teaching team responsible
for designing the OSCE exam.

e  Expert 2: An experienced medical doctor, external to the Complutense Univer-
sity of Madrid, with no involvement in the design of the exam.

- One inexperienced evaluator: An individual without medical training.

- The GPT-4 model from OpenAlI®: At the time of the study, this was the most ad-
vanced Al model available from OpenAI® and was utilized by the research team for
evaluation purposes.

The human evaluators followed the same workflow, performing correction sessions
of 2 h with 10 min breaks.

In all four cases, the corrections were made through the C-ECOE interface, which
displayed the texts written by the students to the graders, along with the correction check-
lists for each corresponding section of the report. All human graders followed the same
workflow, performing correction sessions of 2 h with 10 min breaks.

For the Al-based correction, the GPT-4 model from OpenAI® was used, with a
prompt designed by the Digit-ECOE® team to optimize the accuracy of the results. This
prompt defined the AI's role, assigning it the function of a university professor with ex-
perience in medical education. The Al’s task was to evaluate the clinical reports prepared
by the students, following a series of specific items established for each evaluation. These
items and the reports were presented in a structured format with labels that facilitated
data organization. Without making additional assumptions, the Al was instructed to an-
alyze the reports and provide binary responses (1 or 0), depending on whether each item
was present in the students’ text. It was also asked to be strict in the correction and not to
provide item descriptions.

Furthermore, the correction was carried out using separate queries for each item, en-
suring that the Al assessed every clinical report section separately and completed as many
“readings” as there were items in that section. This approach stopped Al from looking
into pertinent information about an item in sections other than the one to which it be-
longed. For instance, if the item “relation between chest pain and postural changes” was
designated to the anamnesis section, but the student mentioned it only in the physical
examination section, the Al would not consider it fulfilled.

To ensure accuracy and avoid potential bias in future interactions, the Al was also
instructed to “forget” all processed information at the end of each task.

Lastly, it is important to remember that the items utilized were not Al-optimized.
This decision was made deliberately in order to investigate Al behavior in an authentic
environment, simulating the exact circumstances and test items utilized in the student-
administered exam. The wording of a few of these items was not ideal for automated in-
terpretation. Some of these items had suboptimal wording for automated interpretation.
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In particular, certain items were not formulated in strictly binary terms, as they involved
multiple conditions to be evaluated within a single statement. Examples of such items
include “patient’s age and sex” or “Acute phase reactants: ESR, CRP, cardiac enzymes
CK-MB, troponins” which could create ambiguity for both the Al and human graders.

2.5. Ethical Considerations and Confidentiality

The study was conducted after the grading and publication of the official OSCE re-
sults. The grading performed for the purposes of this study was conducted ex novo and
did not influence the final scores of the students who participated in the exam.

All personal data of the students were removed from the database prior to the grad-
ing process, ensuring that neither the human graders nor the Al had access to any identi-
fying information about the students.

The clinical reports written by the students were generated within the simulated en-
vironment of the OSCE and did not contain data from real patients.

The study protocol was reviewed and approved by the Research Committee of the
Infanta Cristina University Hospital in Parla, receiving approval on 8 September 2023.

2.6. Statistical Analysis

All the data obtained were stored in the same database for subsequent statistical analysis.

The data were analyzed using IBM SPSS Statistics software, version 29.0.2.0 (20). De-
scriptive statistics were calculated for the mean scores. The correlation between the eval-
uation systems (human graders and Al) was analyzed using the intraclass correlation co-
efficient (ICC) for single measures and average measures. The differences between means
scores were analyzed using the analysis of variance (ANOVA) with a Greenhouse-Geisser
correction. Paired-sample t-tests were conducted to compare specific groups. Effect sizes
were calculated using Cohen’s d and Hedges’ correction.

3. Results

A total of 1824 items were analyzed (19 items for each of the 96 students). The grading
times are presented in Table 2. Notably, the Al was significantly faster, completing the
analysis in just 24 min, which represents less than one-fifth of the time required by an
expert evaluator.

Table 2. Total items analyzed and correction times for the Al, an expert, and an inexperienced

grader.
Grader Subject Total Items Correction Time Breaks Total Time
Expert 2 Cardiology 1824 2h 15 min 10min 2 h 25 min
Inexperienced  Cardiology 1824 4h 10min 4 h 10 min
Al Cardiology 1824 2 4 min N/A 24 min

The average score assigned by the Al was 8.88, with a standard deviation of 2.96. On
average, human evaluators are assigned higher scores than Al The combined average of
both experts was 12.39, with a standard deviation of 3.22. The inexperienced grader also
had an average score that was higher than the AI's but lower than that of the expert eval-
uators (Table 3).
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Table 3. Comparison of means and standard deviations for the Al, experts, and the inexperienced

grader.
Maximum Minimum Mean Standard Deviation
Al 16.5 3 8.88 2.96
EXP1 18 4.5 12.45 3.42
EXP2 18 5 12.33 3.22
INEXP 17 3 11.05 3.16
EXPERTS” MEAN 12.39 3.22

The ICC was calculated (Table 4) to analyze the correlation between the scores as-
signed by the different graders. In comparing single measures between the experts and
the AI (EXP1-EXP2-Al), an ICC of 0.77 (95% CI: 0.699-0.834) was obtained. The correlation
was even higher for average measures, reaching an ICC of 0.91 (95% CI: 0.875-0.938). No-
tably, the Al showed a higher performance compared to the inexperienced grader, whose
correlation with the Al was lower, with an ICC of 0.72 (95% CI: 0.608-0.804) for single
measures.

Table 4. Intraclass correlation coefficient displaying the correlation between Al, experts (EXP1,
EXP2), and the inexperienced grader (INEXP).

Single Measures Average Measures
0.88 0.94
EXP1-EXP2 IC (95) (0.826-0.919) (0.905-0.958)
p <0.001 <0.001
EXP1-EXP2-IN- 079 097
EXP-AI IC (95) (0.725-0.842) (0.913-0.955)
p <0.001 <0.001
0.77 0.91
EXP1-EXP2-AI  IC(95) (0.699-0.834) (0.875-0.938)
p <0.001 <0.001
0.72 0.84
INEXP-AI IC (95) (0.608-0.804) (0.756-0.892)
p <0.001 <0.001

A Greenhouse—-Geisser correction was applied to analyze the differences in the mean
scores assigned, and a repeated measures analysis of variance (ANOVA) was performed,
as the assumption of sphericity was not met according to Mauchly’s test. The analysis
showed (Table 5) statistically significant differences between graders (F = 118.117, p <
0.001), indicating that the Al and human evaluators’ scores were inconsistent. Specific
contrasts between graders revealed that the Al evaluated the reports with significant dif-
ferences compared to Expert 1 (F =206.246, p < 0.001) and Expert 2 (F =211.246, p < 0.001)
and the combined mean of both experts (F = 235.862, p < 0.001). Similarly, significant dif-
ferences were found between the inexperienced grader and the Al, although these differ-
ences were minor compared to the experts (F = 86.486, p <0.001).

Finally, the scores assigned by the Al were compared to the mean scores of the expert
graders, and the mean difference was -3.51, indicating that, on average, the Al-assigned
scores were 3.51 points lower than the experts. The correlation coefficient was 0.740, with
a p-value < 0.001, reflecting a significant positive correlation between the two evaluations.
The paired-sample Student’s t-test yielded a value of t = -15.358, with 95 degrees of free-
dom and a p-value < 0.001, confirming that the scores were statistically significant. The
95% confidence interval for the difference was between -3.96420 and —3.05664. The effect
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size, calculated through Cohen’s d, was 2.23957, while Hedges’ correction yielded a value
of 2.25745, indicating a large effect size.

Table 5. Repeated measures ANOVA displaying the comparison of scores between the different
evaluators and the Al

F p
EXP1 vs. Al 206.246 <0.001
EXP2 vs. Al 211.246 <0.001
INEXP vs. Al 86.486 <0.001
MEDIA EXPE vs. Al 235.862 <0.001

4. Discussion

This study assessed the potential of the GPT-4 model as a tool for grading clinical
reports in the OSCE, highlighting its strengths and limitations compared to human eval-
uators. The findings revealed several key points, starting with the significant correlation
between Al and human grading, which supports Al’s capacity to adhere to predefined
evaluation standards. However, the Al's grading was more stringent, assigning lower
scores than experts and completing tasks significantly faster.

These results align with previous studies indicating that while Al systems have
shown promising levels of accuracy and consistency in educational assessments [15,29],
including evaluations of medical reasoning or exam performance [21,23,24], their out-
comes are not yet exceptional. For instance, ChatGPT’s performance in USMLE-style
questions achieved results comparable to medical students [26], which supports its poten-
tial in this environment.

The tendency of the Al to assign lower grades than human graders, especially ex-
perts, was one of the study’s most interesting findings. This discrepancy can be attributed
to the inherent rigidity of the AI model, which strictly adheres to the explicit criteria es-
tablished in the checklists. Although this assures consistent evaluation, it also seems to
restrict the Al's capacity to adjust to appropriate variances in medical language or inter-
pret implicit inferences, a skill that human graders are better equipped to manage because
of their clinical backgrounds. For instance, in the item “Make a diagnostic judgment: cor-
onary syndrome/osteochondritis”, human graders awarded the point if either of the two
conditions was mentioned, whereas the Al required explicit mention of both, leading to
significant discrepancies.

It is crucial to emphasize that these variations represent opportunities for better Al
configuration and design rather than necessarily indicating that its use is invalid. Accord-
ing to published research, Al models like GPT-4 can be made more capable of identifying
implicit descriptions or better adjusting to changes in medical language by modifying
their prompts and algorithms [20,23,24,30]. According to recent research, Al can perform
on clinical reasoning exams at levels comparable to those of medical students, indicating
that it might be used in combination with other methods to evaluate clinical competencies
[17,20,21,24].

Another relevant finding of this study is that the Al assigned substantially lower
scores than human graders, including experts. This result should be viewed as a sign of
intrinsic variations in the evaluation process that indicate the need for more research ra-
ther than a weakness in the Al. The method by which the items on the checklist are de-
signed may be one important component. Prior research has emphasized the necessity of
optimizing item design to ensure clarity, remove ambiguity, and preserve uniqueness
[4,9,10], facilitating a review by automated systems as well as humans. In this way, the Al
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may classify these ambiguities as errors if it applies the criteria strictly and literally, while
human graders are more flexible in their interpretation.

Additionally, there are other elements that might affect how human graders score
[6,8]. One such factor is fatigue, which results a decline in accuracy and an increase in
leniency as evaluation sessions go on, as demonstrated in in earlier studies [6,7]. This issue
is linked to the requirement to maintain effort and concentration over extended periods
of time, which could lead to less strict grading. Even though expert human graders are
the best at this kind of evaluation, their performance during lengthy and repetitive tasks
may suffer from cumulative fatigue.

The OSCE has traditionally been seen as a summative assessment with the main goal
of attesting the development of basic competencies, which is another significant historical
feature. In this situation, many human graders follow the saying, “when in doubt, favor
the student.” This approach emphasizes the identification of essential competencies over
meticulous analysis, with the goal of not unfairly punishing students for minor errors or
variations in their clinical language. Given that the Al lacks this interpretative flexibility,
this practice may help to explain why human scores are generally higher.

However, it is important to understand that Al in its current state cannot completely
replace human graders, especially for items which require complicated judgments or con-
textual clinical interpretation.

Additionally, under the European Union’s proposed Al Act, it is mandatory to incor-
porate a “human-in-the-loop” approach to ensure the effective human oversight of Al
systems, particularly those categorized as high-risk. This framework, outlined in Article
14, emphasizes the necessity of human supervision to prevent risks and safeguard funda-
mental rights. While this supervision combines the benefits of algorithmic consistency
with the contextual discretion of human graders, it also introduces challenges related to
clarifying the responsibilities of the “human-in-the-loop” and ensuring the effectiveness
of this oversight [31].

However, integrating this regulatory framework with a hybrid and parallel model,
where human oversight remains integral throughout the grading process, offers a practi-
cal solution to these challenges by preserving ethical accountability.

Using a hybrid and parallel model, where Al assists in grading initially but a human
grader is always present to oversee and finalize scores, represents a robust approach to
balancing efficiency with ethical accountability. This model would consistently maintain
a “human-in-the-loop”, ensuring that contextual discretion and ethical considerations are
upheld. Such a framework allows Al to leverage its consistency and speed while human
graders provide the critical oversight necessary to interpret complex or nuanced cases.

The advantages of this model include not only the reduction in workload for aca-
demic staff but also the assurance that ethical principles in grading are maintained. This
is particularly crucial given that exam scores directly impact students” academic trajecto-
ries and future opportunities. Entrusting this responsibility solely to an AI could lead to
ethical dilemmas, as algorithmic decisions may lack the fairness and empathy required
for high-stakes evaluations. By ensuring human involvement throughout the grading pro-
cess, this hybrid model safeguards the integrity of the evaluation system and builds trust
among students and educators alike.

In this regard, a thorough qualitative examination of the differences between Al and
human evaluations would be necessary to detect systematic error trends and immediate
adjustments to the model’s architecture. Additionally, to confirm Al’s suitability in vari-
ous clinical and educational settings, a larger sample of subjects and contexts —including
a variety of institutions —remains integral.

Regarding time efficiency, this study confirms that the Al completed item grading
significantly faster than human graders, reducing the required time. Notably that this
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speed will likely continue to improve in the future, while the speed of human grading will
remain constant. The same trend applies to accuracy, where Al is expected to enhance its
precision over time.

While acknowledging the significant potential of Al to enhance the evaluation of clin-
ical reports in OSCEs, this study also identifies important areas that require further vali-
dation and improvement. An important development in the evaluation of clinical compe-
tences may be the integration of AI with human expertise, which would ensure increased
efficiency and accuracy in the process.

5. Conclusions

The integration of artificial intelligence in grading clinical reports within the context
of OSCEs is a promising tool. It can provide consistent and objective results while allevi-
ating some of the inherent challenges of manual correction, such as the subjectivity and
fatigue of human evaluators.

Formulating assessment items plays a crucial role in the effectiveness of automated
grading. Ambiguous or low-quality evaluation items can hinder the performance of both
Al and human graders.

A hybrid model, where Al and human evaluators collaborate, emerges as the most
practical and ethical approach. Such a model maintains human oversight throughout the
process, ensuring that ethical considerations are upheld, especially given the high-stakes
nature of exam scores on students’ futures.

Future studies should focus on refining Al algorithms to better handle nuanced lan-
guage and complex medical scenarios, as well as exploring ways to optimize hybrid mod-
els. Expanding the scope of research to diverse institutional contexts will be crucial to
validate the generalizability of these findings. By advancing these efforts, Al can be effec-
tively integrated into the educational landscape, ensuring both efficiency and fairness in
student evaluations.
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